Protein interaction predictions from diverse sources
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Protein–protein interactions play an important role in many cellular processes. The availability of a comprehensive and accurate list of protein interactions can facilitate drug target discovery. Recent advances in high-throughput experimental technologies have generated enormous amounts of data and provided valuable resources for studying protein interactions. However, these technologies suffer from high error rates because of their inherent limitations. Therefore, computational approaches capable of incorporating multiple data sources are needed to fully take advantage of the rapid accumulation of data. In this review, we focus on the computational methods that integrate multiple data sources by combining direct measurements on protein interactions from diverse organisms, and by integrating different types of indirect information from various genomic and proteomic approaches.

Introduction

Protein–protein interactions (PPI) play a critical role in the control of most cellular processes, such as signal transduction, gene regulation, cell cycle control and metabolism. Alterations in protein interactions perturb the normal cellular processes and contribute to many diseases, for example cancer and AIDS. The correct identification of protein–protein interactions can help us assign the cellular functions of novel proteins, investigate the mechanisms of intracellular biochemical pathways and, more importantly, understand the underlying causes of diseases and lead to the development of drugs to treat these diseases. For these reasons, protein–protein interactions represent an important class of targets for human therapeutics and good annotation of protein interactions can greatly help drug discovery [1].

Recent advances in genomics and proteomics technologies have opened the door for rapid biological data acquisition. Within the past decade, genome-wide data on protein interactions in humans and many model species have become available [2–7]. In the meantime, a large amount of indirect biological information on protein interactions, including sequence and functional annotation, protein localization information and gene expression measurements has also become available. These data, however, are far from complete and contain many false negatives and false positives. Current protein interaction information obtained from experimental methods covers only a fraction of the complete PPI networks [8–11]; therefore, there is a great need to develop complementary computational methods, capable of identifying and verifying interactions between proteins. In the past several years, several computational methods have been proposed to predict protein–protein interactions based on various data types. For example, with the genomic information available, the Rosetta stone method predicts the interacting proteins based on the observation that some of single-domain proteins in one organism can be fused into a multiple domain protein in other organisms [12,13]. The phylogenetic profile method is based on the hypothesis that interacting proteins tend to co-evolve so that their respective phylogenetic trees are similar [14,15]. The concept of ‘interolog’, which refers to homologous interacting protein pairs among different organisms, has also been used to identify protein interactions [16]. The gene neighborhood method is based on the observation that functionally related genes encoding potential interacting proteins are often transcribed as an operon [17,18].
With genome-wide gene expression measurements available, some methods find gene co-expression patterns in interacting proteins [19,20]. Based on protein structural information, the protein docking methods use geometric and steric considerations to fit multiple proteins of known structure into a bounded protein complex to study interacting proteins at the atomic level [21]. Moreover, some methods analyze protein interactions at the domain level, considering protein domains as structural and functional units of proteins [22–24]. Each of these studies focuses on a specific dataset, either the direct measurement of protein interaction, or the indirect genomics dataset that contains information on protein interaction. With each method, however, focusing only on a single type of data source, it is not surprising to see each method has certain limitations and the detailed reviews of these individual methods can be found elsewhere [25–27]. Considering the biases, overlaps and complementarities among a variety of data sources, we discuss the contribution of these data sources to the protein interaction inference and different approaches that integrate these data sources in this review.

Integrate direct protein interaction information from diverse organisms

Note that only the yeast two-hybrid (Y2H) experimental technique provides direct evidence of physical protein–protein interactions in high-throughput analysis. As a result, we start the review with the methods that use data generated from Y2H technique only. As valuable as it is, this experimental approach suffers from high error rates, because of the limitations of the technique [10,11]. For example, a protein initiating transcription itself, can lead to a false positive result and a protein that cannot be targeted to the yeast nucleus may not yield transcription signals even though it may potentially interact with other proteins, leading to false negative results [28]. The false negative rate is estimated to be above 0.5 [10,11]. Because of the large number of possible non-interacting protein pairs, the false positive rate, defined as the ratio of the number of incorrect interactions observed over the total number of non-interacting proteins, is small and is estimated as $1 \times 10^{-3}$ or less [29]. But, the false discovery rate, defined as the ratio of the number of incorrect interactions observed over the total number of observed interactions, is much greater and is estimated to be 0.2–0.5 [11], indicating a large portion of the observations from Y2H technique are incorrect. As the Y2H data has become available in many model organisms, such as yeast, worm, fruitfly and humans, several computational methods have been developed to borrow information from diverse organisms to improve the accuracy of protein interaction prediction. Noting that domains are structural and functional units of proteins and are conserved during evolution, these methods aim to identify specific domain pairs that mediate protein interactions, by utilizing domain information as the evolutionary connection among these organisms.

Maximum likelihood-based methods (MLE)
The maximum likelihood estimation (MLE) method, coupled with the expectation-maximization (EM) algorithm, has been developed to estimate the probabilities of domain–domain interactions, given a set of experimental protein interaction data [30]. In this method, a likelihood function that describes the probability of observed protein interactions is maximized through iterative steps, so that the unknown parameters, the domain–domain interaction probabilities for each pair of domains can be estimated and then the estimated domain interaction probabilities were used to estimate the protein interaction probabilities. It was originally used to analyze the Y2H data from a single organism – Saccharomyces cerevisiae only. When compared with the association methods, which only consider each domain pair separately [22,24], the MLE method was shown to be among the best performing methods for a single organism. More recently, the MLE method was extended beyond the scope of a single organism by incorporating protein interaction data from three different organisms, S. cerevisiae, Caenorhabditis elegans and Drosophila melanogaster, assuming that the probability that two domains interact is the same among all organisms [30]. It was shown that the integrated analysis provides more reliable inference of protein–protein interactions than the analysis from a single organism.

Bayesian methods (BAY)
Unlike the likelihood based approaches reviewed above, the false negative and false positive rates of the observed protein interaction data are treated as unknown in the Bayesian methods, so that the domain interaction probabilities, the false positive rate and the false negative rates of the observed data can be estimated simultaneously [31]. With the prior information incorporated, the posterior distribution of theses parameters can be inferred and the parameters can be estimated from the observed data. We assess the performance of these methods by comparing their sensitivities and specificities in predicting interacting domain pairs, illustrated by their receiver operator characteristic (ROC) curves (Figure 1a). The protein interaction dataset consists of 12, 849 interactions from three organisms [2–5]. Compared to the likelihood-based methods, the Bayesian-based methods may be more efficient in dealing with a large number of parameters and more effective to allow for different error rates across different datasets [31].

Domain pair exclusion analysis (DPEA)
The maximum likelihood methods may preferentially detect domain pairs with high frequency of co-occurrence in interacting protein pairs. To detect more specific domain interactions, Riley et al. [32] modified the likelihood-based approach and developed the domain pair exclusion analysis. In this approach, two different measures, the $\theta$ values and the $E$-score, were estimated for each pair of domains. The $\theta$ value is obtained through the likelihood method, similarly as the one described above, corresponding to the probability that two domains interact with each other. The $E$-score is defined for each domain pair as the log likelihood ratio of the observed protein interactions given that the two domains interact over given that the two domains do not interact. The $E$-score greatly help to identify the specific interacting domain pairs, where the MLE and BAY methods may fail to detect. The approach was applied to all the protein interactions in the database of interacting proteins (DIP) [33], assuming no false positive and false negatives.

Parsimony explanation method (PE)
Using the same dataset constructed by Riley et al. [33] from the DIP database, the parsimony approach formulates the problem of
domain interaction prediction as a linear programming (LP) optimization problem [34]. In this approach, the LP score associated with each domain pair was inferred by minimizing the object function subject to a set of constraints describing the protein interaction data. In addition to the LP score, another measure, the pw-score was defined. Similar to the E-value in the DPEA method, the pw-score is used as an indicator to remove the promiscuous domain pairs that occur frequently and have few witnesses. Here, the witness of a domain pair is defined as the interacting protein pair only containing this domain pair. We also compare the performance of DPEA method and PE method using their ROC curves (Figure 1b). The reason contributing to the improved performance of the PE method compared to the DPEA method could be that the DPEA method tends to assign higher...
probabilities to the infrequent domain pairs in multi-domain proteins, while it is avoided in the PE method [34].

All the methods described in this section focus on estimating domain interaction by pooling protein interaction information from diverse organisms. Box 1 illustrates the difference of these methods in identifying interacting domain pairs. The estimated domain interactions can then be used for the protein interaction prediction by correlating proteins with their associated domains. We expect that the results from these domain interaction prediction methods can be further improved when the domain information is more reliably annotated in the future. The current information on domain annotation is incomplete. For example, only about two-thirds of proteins and 73% of sequence in yeast proteome are annotated with domain information in the latest release of PFAM database [35], as a result, prediction based on domain interaction will only be able to cover a portion of the whole interactome. To overcome this limitation, a support vector machine learning method was developed [36]. Instead of using the incomplete domain annotation information, this method used the signature products, which represent the protein primary sequence only, for protein interactions prediction [36]. In addition to the incomplete domain annotation information, we note that there is another limitation of these domain interaction prediction methods: the accuracy and reliability of these methods highly depend on the protein interaction data. Although the prediction accuracy can be improved by integrating data from multiple organisms, the protein interaction data itself may be far from complete. Therefore, efforts have been made to integrate other types of biological information and these are briefly reviewed next.

**Box 1**

**Identification of domain interactions under different scenarios**

Note: $P_1$ represents protein 1, $D_1$ represents domain 1, $P_1 = \{D_1\}$ represents that protein 1 only contain domain 1.

**Scenario 1:**

**Protein-domain relationship:**

$P_1 = \{D_1\}, P_2 = \{D_2\}, P_3 = \{D_1\}, P_4 = \{D_2\}, P_5 = \{D_1\}, P_6 = \{D_2\}$

**Observed protein interaction data:**

$P_1 \leftrightarrow P_2, P_1 \leftrightarrow P_4, P_1 \leftrightarrow P_6, P_2 \leftrightarrow P_3, P_3 \leftrightarrow P_4, P_3 \leftrightarrow P_6, P_2 \leftrightarrow P_3, P_4 \leftrightarrow P_5, P_5 \leftrightarrow P_6$

Under this scenario, each protein-containing domain 1 interact with each protein containing domain 2. All four methods MLE, BAY, DPEA, and PE can identify the interaction between domain 1 and domain 2.

**Scenario 2:**

**Protein-domain relationship:**

$P_1 = \{D_1\}, P_2 = \{D_2\}, P_3 = \{D_1\}, P_4 = \{D_2\}, P_5 = \{D_1\}, P_6 = \{D_2\}$

**Observed protein interaction data:**

$P_1 \leftrightarrow P_2, P_3 \leftrightarrow P_4, P_5 \leftrightarrow P_6$

Under this scenario, only a small fraction (3/9) of protein pairs containing domain pair 1 and 2 interact. Both MLE and BAY methods may not be able to identify the interaction between domain 1 and 2. But, if the interaction of domain 1 and 2 is excluded, the likelihood of the observed protein interaction data is lower than that under the condition domain 1 and 2 interact, which leads to the high E-score of this domain pair in the DPEA method, therefore, DPEA can detect the interaction. For the PE method, the interaction between domain 1 and 2 is the only explanation for the observed data, so it can be detected by the PE method as well.

**Scenario 3:**

**Protein-domain relationship:**

$P_1 = \{D_1, D_3\}, P_2 = \{D_2, D_4\}, P_3 = \{D_1\}, P_4 = \{D_2\}, P_5 = \{D_1\}, P_6 = \{D_2\}$

**Observed protein interaction data:**

$P_1 \leftrightarrow P_2, P_3 \leftrightarrow P_4, P_5 \leftrightarrow P_6$

Under this scenario, as the only protein pair ($P_1, P_2$) containing domain 3 and 4 interact, both MLE and BAY methods can detect the interaction between domain 3 and 4. While only a small fraction (3/9) of protein pairs containing domain pair 1 and 2 interact, the interaction between domain 1 and 2 may not be detected by MLE and BAY methods. The DPEA method may detect interaction of domain pair (1, 2), and domain pair (3, 4) as well because excluding both domain pairs decreases the likelihood of the observed data. For the PE method, because the interaction between domain pair (1, 2) represents the smallest number of domain pairs to explain the observed data, this interaction is preferred than the interaction between domain pair (3, 4).

**Integrate multiple types of biological information**

**Genomic features**

Different genomic features, such as DNA sequence, functional annotation and protein localization information have been used for predicting protein interactions. Each feature provides insights into a different aspect of protein interaction information, thus covers a different subset of the whole interactome. Depending on the data sources, these genomic features can be divided into four categories. First, high-throughput protein interaction data obtained from Y2H and mass spectrometry of co-immunoprecipitated protein complexes (Co-IP/MS) techniques provide direct protein interaction information and protein co-complex membership information, respectively. Second, functional genomic data such as gene expression, gene ontology (GO) annotation provide information on functional relationships between proteins. Third, sequence- and structure-based data reveal the sequence/structure homology and chromosome location of genes. Finally, network topological parameters calculated from Y2H and Co-IP/MS data characterize the topological properties of currently available protein interaction network. For example, the small-world clustering coefficient of a protein pair, calculated as the $p$-value from a hypergeometric distribution, measures the similarity between the neighbors of the protein pair in a network [37]. The effects of these features on the prediction performance depend on how these features are encoded. With many datasets for a single feature under different experiment conditions available, there are two ways to encode the datasets: the ‘detailed’ encoding strategy treats every experiment separately, while the ‘summary’ encoding strategy groups all experiments belonging to the same feature together and provides a single value [38]. For example, when all the gene expression datasets are used as one feature, the ‘summary’ encoding strategy generates a single similarity score for each pair of proteins, but we can obtain multiple similarity scores for each
Predicting protein interactions through integrating multiple features

With these genomic features available, many computational approaches, ranging from simple union or intersection of features to more sophisticated machine learning methods, such as random forest and support vector machines (SVM), have been applied to integrate different features for protein interaction predictions. These approaches aim at predicting direct physical interactions,

**TABLE 1**

<table>
<thead>
<tr>
<th>Useful features for predicting protein interactions</th>
<th>Feature abbreviation</th>
<th>Feature</th>
<th>Proteome coverage (%)</th>
<th>Data source</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Protein interaction data</strong></td>
<td>Y2H</td>
<td>Yeast two-hybrid data</td>
<td>60</td>
<td>[2,3]</td>
</tr>
<tr>
<td></td>
<td>MS</td>
<td>Protein complex data</td>
<td>64</td>
<td>[55,56]</td>
</tr>
<tr>
<td><strong>Functional genomic data</strong></td>
<td>GE</td>
<td>Gene expression</td>
<td>100</td>
<td>[57]</td>
</tr>
<tr>
<td></td>
<td>FUN</td>
<td>GO molecular function</td>
<td>62</td>
<td>[58]</td>
</tr>
<tr>
<td></td>
<td>PRO</td>
<td>GO biological process</td>
<td>70</td>
<td>[58]</td>
</tr>
<tr>
<td></td>
<td>COM</td>
<td>GO cellular component</td>
<td>72</td>
<td>[58]</td>
</tr>
<tr>
<td></td>
<td>CLA</td>
<td>MIPS protein class</td>
<td>80</td>
<td>[49]</td>
</tr>
<tr>
<td></td>
<td>PHE</td>
<td>MIPS mutant phenotype</td>
<td>24</td>
<td>[49]</td>
</tr>
<tr>
<td></td>
<td>PE</td>
<td>Protein expression</td>
<td>65</td>
<td>[59]</td>
</tr>
<tr>
<td></td>
<td>ESS</td>
<td>Co-essentiality</td>
<td>67</td>
<td>[49]</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>Marginal essentiality</td>
<td>99</td>
<td>[42]</td>
</tr>
<tr>
<td></td>
<td>GI</td>
<td>Genetic interaction</td>
<td>24</td>
<td>[60]</td>
</tr>
<tr>
<td></td>
<td>TR</td>
<td>Transcription regulation</td>
<td>98</td>
<td>[61]</td>
</tr>
<tr>
<td><strong>Sequence/structure information</strong></td>
<td>GF</td>
<td>Gene fusion</td>
<td>19</td>
<td>[42]</td>
</tr>
<tr>
<td></td>
<td>GN</td>
<td>Gene neighborhood</td>
<td>22</td>
<td>[42]</td>
</tr>
<tr>
<td></td>
<td>PP</td>
<td>Pylogenetic profile</td>
<td>29</td>
<td>[42]</td>
</tr>
<tr>
<td></td>
<td>SEQ</td>
<td>Sequence similarity</td>
<td>100</td>
<td>[38]</td>
</tr>
<tr>
<td></td>
<td>INT</td>
<td>Interolog</td>
<td>100</td>
<td>[38]</td>
</tr>
<tr>
<td></td>
<td>DD</td>
<td>Domain–domain interaction</td>
<td>65</td>
<td>[38]</td>
</tr>
<tr>
<td></td>
<td>COE</td>
<td>Co-evolution scores</td>
<td>22</td>
<td>[14]</td>
</tr>
<tr>
<td></td>
<td>THR</td>
<td>Threading scores</td>
<td>21</td>
<td>[42]</td>
</tr>
<tr>
<td></td>
<td>PF</td>
<td>Protein fold</td>
<td>26</td>
<td>[62]</td>
</tr>
<tr>
<td><strong>Network topological parameters</strong></td>
<td>CLU</td>
<td>Small-world clustering coefficients*</td>
<td>n/a</td>
<td>[44,45]</td>
</tr>
</tbody>
</table>

Coverage, percentage of proteins in S. cerevisiae that are annotated by this feature. Data Source, datasets used for the features. Here, only the datasets with the highest coverage are listed. n/a, not applicable.

*The clustering coefficients are calculated according to protein interaction data.

protein pair using the ‘detailed’ encoding strategy, with one score computed from one gene expression dataset. Another challenge of the integrated studies is related to the quality of the data to be integrated. It is well-known that the prediction power and accuracy would be decreased by including irrelevant and ‘noisy’ features. A list of these features, along with their proteome coverage, is summarized in Table 1. Among all the features, whole-genome gene expression data are currently the largest source of high-throughput genomic information and considered as the most important feature according to the variable importance criterion in a random forest-based method [38]. The Euclidean distance [39] or Pearson correlation coefficients [40] between the expression profiles of genes are calculated to determine the expression similarity of genes and the level of gene expression similarity was applied in all the integrated studies for protein interaction prediction. Following gene expression, function annotation from gene ontology, which covers about 80% of the yeast proteome, is the second most important features according to the importance measure obtained from random forest method. Although previous studies indicate MIPS and GO annotation are more important than gene expression in prediction, this may be because of different number of gene expression datasets used (2 [40–42] vs. 20 [38]) and different encoding styles of the features (‘summary’ [40–42] vs. ‘detailed’ [38]). Nonetheless, gene expression, interaction data from Co-IP experiment, function annotation from MIPS and GO are considered the most important features in several studies according to the feature importance analysis [38,40–42]. It also suggests that a small number of important features may be sufficient to predict protein interaction and the prediction performance may not be improved from adding additional weak features. For the weak features, although they all have varying degree of success for the protein interaction prediction task, there are several limitations. First, the datasets associated with the weak features are noisy and not reliable. Second, weak features usually have low proteome coverage, making little contribution to the prediction and leads to biased prediction results. For example, the structural information of proteins is potentially useful for protein interaction prediction, as demonstrated by the ‘protein–protein docking’ approach which assembles protein complexes based on the three-dimensional structural information of individual proteins. However, the availability of the protein structural information is very limited, and the structures of individual proteins in an unbound state differ from those in a bounded complex, therefore, the prediction of protein interactions based on the structural information only is not reliable [27]. Finally, these weak features may not have strong association with protein interactions. For example, the feature of ‘transcription regulation’ lists the genes co-regulated by the same set of transcription factors. Although it is shown that the co-regulated genes often function together through protein interactions, the proteins encoded by the co-regulated genes do not necessarily interact [43].
protein co-complex membership in a complex or proteins functionally linked. For instance, a logistic regression approach, based on functional and network topological features, has been presented to evaluate the confidence of the protein–protein interaction data previously obtained from both Y2H and Co-IP/MS experiments [44]. More recently, Sharan et al. [45] also implemented a similar logistic regression model, incorporating different features, to estimate the probability that a pair of proteins interact. Jansen et al. [40] was among the first to apply a Naive Bayes classifier using features including mRNA expression data, localization, essentiality and functional annotation for predicting protein co-complex relationship. Based on the same set of features, Lin et al. [41] applied two other classifiers, logistic regression and random forest, and demonstrated that random forest outperforms the other two and logistic regression performs similarly with the Naive Bayesian method. Kernel methods incorporating multiple sources of data including protein sequences, local properties of the network and homologous interactions in other species have been developed for predicting direct physical interaction between proteins [46]. To predict functionally linked proteins, Lee et al. [47] developed a Bayesian approach that integrates multiple functional genomic data. A summary of some published methods along with their specific prediction tasks are listed in Table 2.

**Gold standard datasets**

In addition to the types of genomic features used and the approaches employed to integrate these features, the gold standard datasets defined for training purposes have effects on the relative performance of different approaches, as discussed on the first DREAM (Dialogue on Reverse Engineering Assessments and Methods) conference [48]. Protein pairs obtained from DIP database [33] and protein complex catalog obtained from MIPS database [49] are two most widely used sets of gold standard positives. While DIP focuses on physically interacting protein pairs, MIPS complexes catalog captures the protein complex membership, which lists proteins pairs that are in the same complex, but not necessarily have physical interactions. Therefore, when predicting physical protein interactions, the set of co-complex protein pairs from MIPS is not a good means of assessing the method accuracy. Two groups of protein pairs have been treated as the gold standard negatives most popularly in the literature: random/all protein pairs not included in the gold standard positives and the protein pairs annotated to be in different subcellular localization. Neither of them is perfect: the first strategy may include true interacting protein pairs, leading to increased false positive, while the second group may lead to increased false negatives when a multifunctional protein is active in multiple subcellular compartments but only has limited localization annotation. Protein pairs whose shortest path lengths exceed the median shortest path for random protein pairs in a protein network constructed from experimental data are treated as negative samples as well [44]. However, this strategy is not quite reliable as the experimental data are considered noisy and incomplete.

**Prediction performance comparison**

The availability of such a wide range of methods requires a comprehensive comparison among them. One strategy is to validate prediction results according to the similarity of interacting proteins in terms of function, expression, sequence conservation, and so on, as they are all shown to be associated with true protein interactions. The degree of the similarities can be measured to compare the performance of prediction methods [48,50]. However, as the similarity measures are usually used as the input features in the integrated analysis, another most widely applied strategy for comparison uses ROC or precision-recall (PR) curves. ROC curves plot true positive rate vs. false positive rate, while PR curves plot precision (fraction of prediction results that are true positives) vs. recall (true positive rate). When dealing with highly skewed datasets (e.g. the size of positive examples is much smaller than that of negative examples), PR curves can demonstrate differences between prediction methods that may not be apparent in ROC curves [51]. However, because the precision does not

### Table 2

<table>
<thead>
<tr>
<th>Task</th>
<th>Methods</th>
<th>Features used</th>
<th>Refs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protein physical interaction</td>
<td>Random forest</td>
<td>Y2H, MS, GE, FUN, PRO, COM, CLA, PHE, PE, ESS, GI, TR, GF, GN, NP, SEQ, INT, DD</td>
<td>[38]</td>
</tr>
<tr>
<td></td>
<td>k-nearest neighbor</td>
<td>Y2H, MS, GE, FUN, PRO, COM, CLA, PHE, PE, ESS, GI, TR, GF, GN, NP, SEQ, INT, DD</td>
<td>[38]</td>
</tr>
<tr>
<td></td>
<td>Logistic regression</td>
<td>Y2H, MS, GE, CLI</td>
<td>[38]</td>
</tr>
<tr>
<td>Co-complex membership</td>
<td>Random forest</td>
<td>Y2H, MS, GE, PRO, CLA, ESS</td>
<td>[41]</td>
</tr>
<tr>
<td></td>
<td>k-nearest neighbor</td>
<td>Y2H, MS, GE, FUN, PRO, COM, CLA, PHE, PE, ESS, GI, TR, GF, GN, NP, SEQ, INT, DD</td>
<td>[38]</td>
</tr>
<tr>
<td></td>
<td>Support vector machine</td>
<td>Logistic regression</td>
<td>Y2H, MS, GE, FUN, PRO, COM, CLA, PHE, PE, ESS, GI, TR, GF, GN, NP, SEQ, INT, DD</td>
</tr>
<tr>
<td></td>
<td>Naive Bayes</td>
<td>GE, PRO, CLA, ESS</td>
<td>[40]</td>
</tr>
<tr>
<td></td>
<td>Decision tree</td>
<td>Y2H, MS, GE, COM, PHE, TR, SEQ, GF, GN, NP</td>
<td>[63]</td>
</tr>
<tr>
<td>Functionally linked proteins</td>
<td>Bayes scoring</td>
<td>Y2H, MS, GE, GI, GF, PP</td>
<td>[47]</td>
</tr>
<tr>
<td>Domain interactions</td>
<td>Naive Bayes</td>
<td>Y2H, FUN, PRO, GF</td>
<td>[64]</td>
</tr>
<tr>
<td></td>
<td>Evidence counting</td>
<td>Y2H, FUN, PRO, GF</td>
<td>[64]</td>
</tr>
</tbody>
</table>

Features used, the list of abbreviated features used by each method. There may be several different implementations using different sets of features by each method. When using the same set of features, these methods can be sorted according to their performance, as shown in this table, with the best-performing methods listed at the top. For predicting protein physical interaction and protein co-complex membership, the comparison is based on the precision-recall curves and the receiver operator characteristic (ROC) curves of these methods with the ‘summary’ encoding [38]. For predicting domain interactions, the comparison is based on the ROC curves of these methods [64].

---

* This task focuses on predicting domain-domain interactions instead of protein interactions. The Y2H data here are obtained from multiple organisms, and the feature GF represents the domain fusion event instead of gene fusion event as used for other tasks.
necessarily change linearly, interpolating between points in a PR curve is more complicated than that in a ROC curve, where a straight line can be used to connect points [51]. A recent study evaluated the predictive power and accuracies of different classifiers including random forest (RF), RF-based k-nearest neighbor (kRF), Naïve Bayes (NB), decision tree (DT), logistic regression (LR) and support vector machines and demonstrated in both PR and ROC curves that RF performs the best for both physical interaction prediction and co-complex protein pair prediction problem [38]. Because of its randomization strategy, an RF-based approach can maintain prediction accuracy when data is noisy and contains many missing values. Moreover, the variable importance measures obtained from RF method help determine the most relevant features used for the integrated analysis. One point we need to pay attention to, though, is that RF variable importance measures may be biased in situations where potential variables vary in their scale of measurement or their number of categories [52]. Although NB classifier allows the derivation of a probabilistic structure for protein interactions and is flexible for combining heterogeneous features, it was the worst performer among the six classifiers. The relatively poor performance could be because of its assumption of conditional independence between features, which may not be the case, especially when many correlated features are used. A boosted version of simple NB, which is resistant to feature dependence, significantly outperforms the simple NB, as demonstrated in a control experiment with highly dependent features, indicating the limitation of simple NB. Although a recent study showed no significant correlations between a subset of features using Pearson correlation coefficients and mutual information as measures of correlation, there was no statistical significance level measured in this study [42]. Therefore, we cannot exclude the possibility that genomic features are often correlated with each other, especially when the ‘detailed’ encoding strategy is used. Logistic regression generally predicts a binary outcome or estimates the probability of certain event, but its relative poor performance with ‘detailed’ features could be because of the relative small size of gold standard positives currently available for training to the number of features, known as the problem of overfitting [38]. It is shown that when the training size increases, the logistic regression method become more precise and leads to improved prediction. However, RF method still outperforms LR even when a larger training set is used, indicating the superiority of RF method compared to other methods [38].

Conclusions

The incomplete and noisy PPI data from high-throughput techniques requires robust mathematical models and efficient computational methods to have the capability of integrating various types of features for protein interaction prediction problem. Although many distinct types of data are useful for protein interactions predictions, some data types may make little contribution to the prediction or may even decrease the predictive power, depending on the prediction tasks to be performed, the ways the datasets are encoded, the proteome coverage of these datasets and their reliabilities. Therefore, feature (dataset) selection is one of the challenges faced in the area of integrating multiple data sources for protein interaction inference. In addition to this, each method used for integration has its own limitations and captures different aspects of protein interaction information. Moreover, as the gold standard set used for evaluating prediction performance of different methods is incomplete, the prediction results should be validated by small scale experiments as the ultimate test of these methods. For example, when using a set of 98 proteins as the TAP-tagging baits, 424 predicted protein interactions based on integrating different features are validated and 44% of these are gold standard positives [40]. In addition, the Y2H screens of Treponema pallidum and Campylobacter jejuni confirmed about 33% of predicted interactions based on interologs [53].

Protein interaction prediction allows the construction of protein–protein interaction network, which has revealed global topology that relates to known biological properties [54]. Rather than different individual genomic features, different types of networks, including genetic interaction networks, signal transduction networks and transcription regulation networks, can be integrated as well at the network level. While the interactions supported by multiple types of networks promises to improve the accuracy of prediction and help detect functional modules within the network, it is worth noting that protein interactions are depicted as a multidimensional network instead of simple linear connections, which brings a great challenge in the field of systems biology.
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